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Thomas Kiichenmeister

Angriff der Killerroboter:
Wenn der Algorithmus totet

Was viele seit langem beflirchtet ha-
ben, istlaut einem UN-Bericht erstmals
passiert: Eine autonome Militardrohne
hat im Marz 2020 ohne Anweisung ei-
nen flichtenden Soldaten in Libyen ge-
jagt und attackiert.! Der Kargu-Quad-
copter des turkischen Herstellers STM,
der Kameras und kinstliche Intelli-
genz (KI) zur Identifikation seiner Ziele
einsetzt, sei demnach darauf program-
miert gewesen, eigenstandig Ziele an-
zugreifen, ohne zuvor eine Datenver-
bindung zum Betreiber herzustellen.
Dieser Angriff belegt nicht nur, wie
weit die Autonomisierung konven-
tioneller Waffensysteme, sogenann-
ter letaler autonomer Waffensyste-
me (LAWS), vorangeschritten ist, son-
dern auch, dass diese bereits auf dem
Kampffeld eingesetzt werden. LAWS
entscheiden ohne menschliche Kon-
trolle tiber einen Waffeneinsatz und
die Tétung von Menschen. Eben darin
unterscheiden sie sich auch von unbe-
mannten Luftfahrzeugen (unmanned
aerial systems, UAS), die nicht selbst
agieren, sondern ferngesteuert werden.
Der Ruf nach einem Verbot von
LAWS wird bereits seit Jahren immer
lauter. Begriundet wird diese Forde-
rung unter anderem mit der Gefahr ei-
ner rasanten Zunahme dieser Waffen-
technologien und damit eines quali-
tativen, unkontrollierten Wettriistens.
Wenn man diesem nicht rechtzeitig

* Dieser Kommentar entstand unter Mithilfe von

Johanna Trittenbach, Education and Research

Staff Member, Faculteit Rechtsgeleerdheid

Instituut voor Publiekrecht, Grotius Centre for

Intern Legal Studies.

1 UN Security Council, Final report of the Panel
of Experts on Libya established pursuant to Se-
curity Council resolution 1973 (2011), 8.3.2021.

Einhalt gebiete, drohe ein enthemmter,
massenhafter und voélkerrechtswidri-
ger Einsatz dieser Waffen.

Gemeinhin nutzen Staaten Export-
kontrollen, um den Transfer sensibler
Giter, Technologien oder Dienstleis-
tungen an staatliche und nichtstaatliche
Akteure zuregulieren. Sie beschranken
haufig etwa die Ausfuhr von Massen-
vernichtungswaffen; das von bislang
41 Staaten unterzeichnete Wassenaar-
Abkommen reguliert beispielsweise den
Transfer konventioneller Waffen und
sogenannter Dual-Use-Technologie, die
sowohl zivil als auch militarisch genutzt
werden kann.

Autonome Waffensysteme werden
von diesen Exportkontrollen jedoch
bislang explizit nicht erfasst. Ganz im
Gegenteil: In den Vereinigten Staa-
ten erklarte beispielsweise der Ver-
band der Luft- und Raumfahrtindus-
trien, dass die jiingsten Uberarbeitun-
gen des Vertrags tiber den konventio-
nellen Waffentransfer ihnen kiinftig
sogar mehr Flexibilitat boten. Sofern
sichergestellt sei, dass solche Systeme
nicht in die falschen Hande gerieten,
konnten unbemannte Drohnen in an-
dere Lander exportiert werden.

In der Vergangenheit versagten
die USA den Vereinigten Arabischen
Emiraten, Jordanien oder Saudi-Ara-
bien den Kauf von US-Drohnen, was
jedoch China einen Zugang zu deren
Markten erleichterte. Im Rahmen des
Raketentechnologie-Kontrollregimes
(Missile Technology Control Regime)
hatte sich daher zuletzt die Trump-Ad-
ministration fir die Erleichterung des
Exports von UAS auch in diese Lan-
der eingesetzt — mit einer kleinen Ein-
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schrankung: Diese dirften, wie etwa
die Drohne MQ-9 Reaper von General
Atomics, nur mit weniger als 650 Stun-
denkilometern fliegen.?

Derzeit kann niemand die USA da-
ran hindern, die eigenen Exportbe-
schrankungen aufzuweichen. Zwar be-
raten auf globaler Ebene die UN-Mit-
gliedstaaten im Rahmen der UN-Waf-
fenkonvention (CCW) bereits seit 2014
auch uber Ausfuhrbeschrankungen
von autonomen Waffensystemen. Sie
haben sich aber bisher lediglich auf
unverbindliche Prinzipien verstan-
digt, die unter anderem vorsehen, dass
.beider Entwicklung oder dem Erwerb
neuer Waffensysteme auf der Grundla-
ge neu entstehender Technologien im
Bereich der todlichen autonomen Waf-
fensysteme |...], das Risiko des Erwerbs
durch terroristische Gruppen und das
Risiko der Verbreitung berticksichtigt
werden sollen."3

Dieser UN-Konsens stellt zudem nur
eine unverbindliche Empfehlung und
kein geltendes Volkerrecht dar. Eine
Einigung auf einen volkerrechtlich ver-
bindlichen Verbotsvertrag fir LAWS
liegt damit in weiter Ferne und durfte
in der UNO vor allem am Widerstand
Russlands, der USA und Chinas schei-
tern. Auch Deutschland votiert in Genf
bislang nicht fiir ein solches Verbot,
was im klaren Widerspruch zu zurtuck-
liegenden und gegenwartigen Koaliti-
onsvertragen steht.

Wettriisten ohne Regeln

Die fehlenden Regeln beférdern damit
das zunehmende, unregulierte Wett-
risten insbesondere zwischen jenen

2 Vgl. Frank Wolfe, Russia Unveils KUB-BLA
,Kamikaze" Drone at IDEX 2019, in: , Aviation
Today", 21.2.2019.

3 Group of Governmental Experts on Emerging
Technologies in the Area of Lethal Autono-
mous Weapons Systems, Report of the 2019
session of the Group of Governmental Experts
on Emerging Technologies in the Area of Let-
hal Autonomous Weapons Systems, Annex VI
,Guiding Principles’, S. 13, www.undocs.org.
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Staaten, die sowohl die technische
Weiterentwicklung als auch den Ex-
port von autonom agierenden Waffen
vorantreiben.

Dies lasst sich anschaulich auf den
einschlagigen Waffenmessen beob-
achten. Chinesische Ristungs- bzw.
Technologieunternehmen drangen
derzeit vehement auf die Markte des
Nahen und Mittleren Ostens. Sie ver-
folgen das erklarte Ziel, die dort noch
dominante US-Konkurrenz vom Markt
zu verdrangen. Auf Waffenmessen
wie der IDEX 2019 in Abu Dhabi bot
das chinesische Unternehmen Ziyan
dazu etwa das Waffensystem ,Blow-
fish" an —im Wesentlichen eine mit ei-
nem Maschinengewehr ausgestatte-
te Hubschrauberdrohne. Laut Ziyan
fuhrt der Typ A3 ,autonom komplexere
Kampfeinsatze [...] und gezielte Prazi-
sionsschldge” durch. Uber den Verkauf
des Modells ,Blowfish A2" verhandel-
te Peking zuletzt mit den Regierungen
Pakistans und Saudi-Arabiens.*

Die russische Kalaschnikow-Kon-
zerngruppe stellt die Kamikazedrohne
KUB-UAV her, die ebenfalls tiber auto-
nome Fahigkeiten verfligt. Die Drohne
ist in der Lage, weit entfernte Boden-
ziele zu zerstoren oder spezielle La-
dungen zu Zielkoordinaten zu trans-
portieren.® Laut Kalaschnikow soll
die russische Drohne im Vergleich zu
US-amerikanischen und israelischen
Kamikazedrohnen ,sehr billig” sein.
Zielmarkt seien ,kleinere Armeen" auf
der gesamten Welt.®

Noch aber sind US-amerikanische
und israelische Unternehmen welt-
weit technologisch fithrend bei der
Entwicklung (teil-)autonomer Wali-
fensysteme. Israel etwa hat zwei halb-
autonome Drohnensysteme entwi-

4 Patrick Tucker, ,SecDef: China Is Exporting
Killer Robots to the Mideast”, www.defense-
one.com, 5.11.2019.

5 UASweekly, Kalashnikov Unveils New ,Kami-
kaze Drone" At IDEX 2019, www.uasweekly.
com, 22.2.2019.

6 Liz Sly, Russian makers of Kalashnikov rifle
create ,suicide drone”, www.independent.
co.uk, 24.2.2019.
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ckelt — Harpy und Harop - die auch
als ,Loitering Ammunition" bezeich-
net werden. Diese Systeme ,patrouil-
lieren” 1iber einem Zielgebiet, su-
chen nach Zielen und greifen diese
an.” Harpy, produziert von Israel Aero-
space Industries, ist dabei sogar in der
Lage, feindliche Radarsignale zu ent-
decken und selbststandig zu zersto-
ren. Die Waffe braucht kein bestimmtes
Ziel, um gestartet zu werden, und ein
Mensch ist fiir ihre tédliche Entschei-
dungsfindung nicht erforderlich. Laut
Medienberichten hat Israel die Walffe
bereits an Chile, China, Indien, Stidko-
rea und die Tiirkei verkauft.?

Die Nato will da nicht zurtickstehen.
Die Lobbyisten der European Industri-
al Advisory Group werben auf Waffen-
messen offen fiir eine ,frithzeitige Ein-
beziehung der Industrie als Schliissel-
faktor fur eine autonome Transformati-
on". Zugleich versichern Hersteller aus
Nato-Staaten dort, dass die Produktion
autonomer Waffensysteme technisch
kein Problem mehr sei, sie sich aber zu-
gleich stets bemtihten, das Volkerrecht
zu beachten. Letztendlich entscheide
aber der Kunde, welche Fahigkeiten
das gewunschte System haben solle.

Die Nachfrage nach solchen Syste-
men aus dem europdischen Raum ist
groB. Derzeit sind insbesondere Sys-
teme gefragt, die wahlweise autonom
oder teilautonom agieren. So ist etwa
die turkische Kamikazedrohne Kargu
— wie soeben in Libyen unter Beweis
gestellt — in der Lage, iiber einen lan-
geren Zeitraum im Luftraum zu pat-
rouillieren, im Schwarm zu operieren,
Gesichter zu identifizieren sowie Ziele
selbststandig und ohne menschliche
Kontrolle zu finden und zu zerstoren.
Kargu wird derzeit nicht nur in Libyen,

7 Thomas Gibbons-Neff, Israeli-Made Kamika-
ze Drone Spotted in Nagorno-Karabakh Con-
flict, in: www.washingtonpost.com, 5.4.2016.

8 Jonah M. Kessel, Killer Robots Aren't Regula-
ted Yet, wwww.nytimes.com, 13.12.2019; auch
China stellt ,Loitering Ammunition” nach
Vorbild der Harpy her, die ASN-301. Vgl. Ami
Dombe, China Unveils a Harpy-Type Loitering
Munition, www.israeldefense.co.il, 3.1.2017.

sondern auch an der Grenze zu Syrien
eingesetzt. Und auch das franzésische
Rustungsunternehmen MBDA sowie
Milrem Robotics aus Estland prasen-
tierten bereits 2019 auf der Internatio-
nal Defence Exhibition ein teilautono-
mes, unbemanntes Antipanzersystem,
das bereits in Mali eingesetzt wird.?

Mindestens teilautonom operieren
soll auch das Future Combat Air Sys-
tem (FCAS), ein in Entwicklung be-
findliches, milliardenschweres Ge-
meinschaftsprojekt von Airbus, Das-
sault Aviation, MTU und MBDA. Das
als ,System der Systeme"” bezeichne-
te FCAS soll ab 2040 alle bemannten
und unbemannten Komponenten des
Luftkampfes miteinander verbinden
und durch Systeme kiinstlicher Intel-
ligenz unterstiitzen.!'® Als das Herz-
stiick von FCAS gilt das Waffensystem
NGWS Next Generation, das Deutsch-
land, Frankreich und Spanien ge-
meinsam entwickeln. NGWS besteht
aus drei Komponenten: erstens dem
Next Generation Fighter (NGF), zwei-
tens unbemannten Unterstiitzungs-
flugzeugen bzw. autonomen Drohnen-
schwarmen und Raketen sowie drit-
tens einer ,Combat Cloud”, die als Ser-
verstruktur alle Systeme miteinander
vernetzt.!! Das System soll eine ,ska-
lierbare Autonomie” bereitstellen, die
flexibel eine Reihe unbemannter Be-
triebsarten erméglicht.!?

Waéahrend FCAS sich noch in der Ent-
wicklung befindet, ist der Kampfrobo-
ter Mission Master von Rheinmetall
schon fertig und kann ferngesteuert,

9 Jurgen Altmann, Sachstand und Gefahren,
in: ,Wissenschaft & Frieden”, 3/2020; Euro-
pdische Sicherheit & Technik, IDEX - Pan-
zerabwehr-UGV mit MMP Panzerabwehr-
systemen vorgestellt, 18.2.2019; Soldat &
Technik, Estland setzt den UGV THeMIS zur
Unterstiitzung der Infanterie in Mali ein, sol-
dat-und-technik.de, 2.10.2019.

10 GlobalSecurity, Next Generation Fighter,
www.globalsecurity.org.

11 Matthias Monroz, ,Airbus arbeitet an todli-
chem Drohnenschwarm”, www.heise.de/tp,
18.9.2018.

12 Airbus, Future air power. Making manned and
unmanned platforms smarter, www.airbus.
com.

Blatter fiir deutsche und internationale Politik 8/2021



40 Kommentare

teilautomatisiert oder vollautonom be-
trieben sowie mit Kamikazedrohnen —
die laut dem Hersteller WB Group ,vo6l-
lig autonom wéahrend eines Angriffs”
operieren koénnen - oder 70-mm-Ra-
keten ausgestattet werden.!> Auch das
deutsch-franzdsische Ristungsunter-
nehmen KNDS bietet bereits ein un-
bemanntes, bewaffnetes Roboterfahr-
zeug (OPTIO X20) an, das ferngesteu-
ert oder autonom operieren kann.

Das Silicon Valley riistet mit auf

Aber nicht nur die altbekannten Waf-
fenhersteller wollen beim Geschaft mit
den Killerrobotern mitmischen. Auch
bekannte Technologie- bzw. IT-Unter-
nehmen sind langst auf den Waffen-
messen vertreten, um dort ihre KI- und
Cloud-Technologien zur Integration in
autonome Waffensysteme anzubieten.

Amazon oder auch Microsoft bei-
spielsweise stritten lange um das Zehn
Milliarden Dollar schwere Projekt
Joint Enterprise Defense Infrastruc-
ture (JEDI) des US-Verteidigungsmi-
nisteriums, das dem Pentagon und den
Soldaten vor Ort als Cloud-Infrastruk-
tur dienen soll und das nun neu aus-
geschrieben wird. Der Chief Manage-
ment Officer des Projekts erklarte, bei
diesem Programm gehe es darum, ,die
Todlichkeit unserer Abteilung zu erho-
hen".1> Kritiker warnen, dass JEDI eine
wichtige Rolle bei der Funktionswei-
se autonomer Waffensysteme spielen
wird, etwa bei der Zielidentifizierung
oder der Verarbeitung anderer Infor-
mationen.

Die militarische Verwendung von KI
an sich ist nicht per se problematisch.

13 Thomas Kiichenmeister, Autonome Waffen auf
dem Vormarsch, in: ,Wissenschaft & Frieden”,
3/2020; Matthias Monroy, Rheinmetall zeigt
Drohnenpanzer mit Kamikazedrohne, www.
netzpolitik.org, 7.9.2019.

14 ,Eurosatory 2018: Introducing Nexter new
OPTIO UGV family”, Army Recognition,
12.6.2018.

15 PAX, ,Don't Be Evil?”, 18.8.2019, S. 23, www.
paxforpeace.nl.
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Diese kann beispielsweise fiir autono-
me Start- und LandemaBnahmen oder
zur Navigation eingesetzt werden.
Wird KI- oder Cloud-Technologie je-
doch in Waffensystemen angewendet,
um damit die autonome Auswahl von
Zielen und den Angriff auf diese zu er-
moglichen, ist dies héchst problema-
tisch. Denn die Entwicklung solcher
Waffen hat einen enormen Einfluss auf
die Art und Weise, wie Krieg gefiihrt
wird. Kommen sie zur Anwendung,
werden Menschen gezielt aus den Ent-
scheidungsprozessen bestimmter mi-
litarischer Aktionen herausgenom-
men, womit sie nur noch eine begrenz-
te Aufsichtsfunktion ausiiben, etwa
indem sie nur noch allgemeine Missi-
onsparameter festlegen, alle weiteren
Kriegshandlungen aber automatisch
erfolgen.

All das zeigt: Wird kein volkerrecht-
lich verbindliches Verbot fiir Herstel-
lung, Einsatz und Weitergabe leta-
ler autonomer Waffensysteme verein-
bart, werden diese schon sehr bald zur
Standardausristung der meisten Ar-
meen weltweit zahlen. Dann aber dro-
hen sie auch in die Hande von Terro-
risten zu fallen, Diktatoren werden sie
einsetzen, um die eigene Bevélkerung
zu kontrollieren und zu unterdriicken,
Warlords mit deren Unterstiitzung eth-
nische Sauberungen durchfihren.

Auch Tech-Unternehmen miissen
von einem solchen Verbotsvertrag er-
fasst werden. Bis es so weit ist, sollten
sie MaBnahmen ergreifen, die verhin-
dern, dass ihre Technologien zur Ent-
wicklung und Produktion tddlicher
autonomer Waffen beitragen. Sie soll-
ten sich auBerdem o6ffentlich dazu ver-
pflichten, die Entwicklung solcher
Waffen nicht zu férdern.

Gelingt eine solche Einhegung
(teil-)autonomer Waffensysteme nicht,
werden wir schon sehr bald weitere
Berichte dartiiber erhalten, dass Killer-
roboter eigenstandig Menschen ver-
folgen, angreifen — und am Ende auch
toten. Friedlicher wird die Welt damit
ganz gewiss nicht werden.



